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Abstract: Let L/Q be a Sextic extension, namely L = Q(
√
d, β) which is a rational quadratic over a pure cubic

subfield K = Q(β) where d is a rational square free integer and β is a root of monic irreducible polynomial of
degree 3. We are interested in finding a commutative and associative ring denoted by Zq[

√
d, β] using the integral

closure OL of sextic extension L. Furthermore, we study the elliptic curve over this ring. Consequently, we will
prove the following principal result:

Eqt,s(α, β) ∼= F5
q ⊕ E

q
a0,b0

.
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1 Introduction
The theory of elliptic curves is distinguished by its di-
versity of the methods that have been used in its study.
The idea to examine and make sense to elliptic curve
over a local commutative ring was started by Marie
Virat see [10], she has defined the elliptic curve over
the ring Fp[X]/(X2), where p is a prime number
6= 2 and 3. His work has been generalized in [1] for
the ring Fp[X]/(Xn) after successive works on rings
of characteristic 3 [4] and 2 [3]. Silverman, Joseph H.
[5], treats the arithmetic approach in its modern for-
mulation, through the use of basic algebraic number
theory and algebraic geometry.
The purpose of this paper is to highlight a complete
study of elliptic curve over the integral closureOL of a
family of sextic number field, namely L = Q(

√
d, β)

which is a rational quadratic over a pure cubic field
K = Q(β) where d is a rational square free integer
and β is a root of monic irreducible polynomial of de-
gree 3.

2 Computing an integral basis of OL

Let A be a dedekind ring, the ideal I of A is a said to
be square free in A if νp(I) ≤ 1 for a fixed prime
ideal p in A. An element a in A is said a square free
element if the principal ideal aA is a square free ideal
of R, which implies that a ∈ A −A2.

For each prime p and each non zero algebraic
integer n, νp(n) denotes the greatest nonnegative
integer l such that pl divides n.

Let P be any polynomial in A[X]. SP denote the
set of all prime square divisors of discP (The discrim-
inant of P):

SP = { p ∈ specA | p2divides discP }.

First, we recall the result that gives necessary
and sufficient conditions for an extension L/K to be
monogenic.

Theorem 1. Let A be a Dedekind ring, K its quotient
field, L a finite separable extension of K, OL the inte-
gral closure of A in L, α ∈ OL a primitive element of
L, and P (X) ∈ A[X] the monic irreducible polyno-
mial of α over A. For a fixed prime ideal p of A, let the
decomposition of P into monic irreducible polynomi-
als in A/p[X] take the form

P (X) =

r∏
i=1

Pi
ei(X) ∈ A/p[X]. (1)

For i = 1, ..., r, let Pi ∈ A[X] be a monic lift of Pi,
set

G(X) =
∏

1≤i≤r,ei≥2
Pi(X),

H(X) =

r∏
i=1

P eii (X)/G(X),

(2)
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where the empty product is to mean that G(X) = 1,
and let P (X) = G(X)H(X) + aT (X) for some
T (X) ∈ A[X] and a ∈ p \ p2. Then, If discA(P )
is not square free, then the following are equivalent:

1. {1, α, α2} is a basis for OL over A (we say that
α is a PBG).

2. For any prime ideal p ∈ SP , either (P is square
free in A/p[X]) or ( P is not square free in
A/p[X] and in this case T 6= 0modulo p and
νp(Res(P,G)) = deg(G)).

Proof: See (Theorem 3.1. [7]).
Secondly, We give a sufficient condition for rela-

tive quadratic extension to have PBG.

Theorem 2. Let A be a Dedekind ring with quotient
field K. Let L = K(α) be a pure quadratic exten-
sion of K, where α is a root of a monic irreducible
polynomial P (X) = X2 − d ∈ A[X]. Suppose that
υp(d) = 1 for all prime divisors p such that p/2d.
Then α is a PBG of L/K.

Proof: Let p ∈ SP . As discA(P ) = 4dA, then
p|4d yields υp(2A) + υp(2dA) ≥ 1. It is clear that
υp(2dA) ≥ 1 otherwise, we must have υp(2A) ≥ 1
which contradicts the fact that p does not divides 2dA
and hence p|2d. Now with the supposition υp(d) = 1,
reducing P modulo p yields P (X) = X2. Then, by
keeping the notation of Theorem 1, we have,

P (X) = G(X)H(X) + d.T (X)

withG(X) = H(X) = X and T (X) = 1. Moreover,
ResA(X2 − d,X) = dA. Then

νp(ResA(X2 − d,X)) = νp(dA) = 1.

So α is a PBG of OL over OK .
Finally, in the following result we provides an in-

trinsic characterization to construct an integral basis
of a sextic extension with a non-pure and monogenic
cubic subfield.

Theorem 3. For a given square free integral integer
d. Let α defined by

α =

{√
d if d ≡ 2, 3 mod 4,

1+
√
d

2 , if d ≡ 1 mod 4.
(3)

Let K = Q(β) be a non-pure and monogenic cubic
field, where β is a root of a monic irreducible polyno-
mial

T (X) = X3 − aX + b ∈ Z[X]

Let L = Q(α, β) be a pure quadratic extension of K,
where α is a root of a monic irreducible polynomial

P (X) = X2 − d ∈ OK . Suppose that the p-adic val-
uation υp of b equals to 1 (υp(b) = 1), for all prime
integer p in Z. Then the sextic field L = Q(α, β) has
an integral basis given by

B = {1, α, β, β2, αβ, αβ2}.

To prove this theorem, we first remind the lemma:

Lemma 4. (see [7, Lemma 3.2.]) Let A ⊆ B ⊆ C be
rings. If B is finitely generated as an A-module, and C
is finitely generated as a B-module, then C is finitely
generated as an A-module. Moreover if {α1, ..., αn}
is a basis for B as an A-module, and {β1, ..., βm} is
a basis for C as a B-module, then {αiβk 1 ≤ i ≤
n ; 1 ≤ j ≤ m form a basis of C as an A-module.

Proof: of Theorem 3. Indeed B = {1, β, β2} is an
integral basis of K by [6, Theorem 5.1.], therefore we
use Lemma 4 and 2.

We are interested in finding a commutative and
associative ring denoted by Zq[

√
d, β] from the inte-

gral closure OL of sextic extension L. Furthermore,
we study the elliptic curve over this ring. Conse-
quently, we will prove the following principal result:

Eqt,s(α, β) ∼= Fq5 ⊕ E
q
a0,b0

.

3 A new structure on the ring OL

In this section we introduce a new commutative struc-
ture on the algebraic closure OL = Z[α, β] unlike to
the non-commutative law introduced in [8]. In what
follows, Dp(a, d) stands for all communs primes divi-
sors of a and d.
Let X,Y ∈ OL given by:

X = x0 + x1α+ x2β + x3β
2 + x4αβ + x5αβ

2,

Y = y0 + y1α+ y2β + y3β
2 + y4αβ + y5αβ

2,
(4)

Where (xi)0≤i≤5 and (xi)0≤i≤5 are in Z.

We define on the field L the following structure:

X + Y = s0 + s1α+ s2β + s3β
2 + s4αβ + s5αβ

2,

X . Y = p0 + p1α+ p2β + p3β
2 + p4αβ + p5αβ

2,
(5)
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where

si = xi + yi, for all i ∈ {0, 1, 2, 3, 4, 5},
p0 = x0y0 + ax2y3 + dax5y4 + dx1y1 + ax3y2

+ dax4y5,

p1 = ax4y3 + ax3y4 + x0y1 + ax5y2 + x1y0 + ax2y5,

p2 = dx1y4 + dx4y1 + x2y0 + x0y2 + dax5y5 + ax3y3,

p3 = dx5y1 + x3y0 + dx1y5 + dx4y4 + x0y3 + x2y2,

p4 = x2y1 + x4y0 + x0y4 + ax5y3 + ax3y5 + x1y2,

p5 = x4y2 + x0y5 + x5y0 + x2y4 + x1y3 + x3y1 .
(6)

The following construction was motivated by [8]
and [2]. Let q ∈ Dp(a, d), for X , Y as defined in the
beginning of this section, we define the binary relation
” ∼= ” by:

X ∼= Y modulo q if and only if xi ≡ yi modulo q.
(7)

Remark 5. It’s clair that

1. ” ∼= ” is an equivalence relation. The equiva-
lence class of X under ” ∼= ”, denoted [X] is
defined as

[X] = {Y ∈ Z[α, β] | X ∼= Y modulo q}

2. For X , Y in Z[α, β], we have:

[X] + [Y ] = [X + Y ],

[X].[Y ] = [X.Y ]

For a prime integer q, let us denote by Zq[α, β]
the set:

Zq[α, β] := {[X] | X ∈ Z[α, β]}

For simplicity of notation, we write X instead of [X].
We are now in a place to give a number of results con-
cerning the set Zq[α, β].

Theorem 6. (Zq[α, β],+, .) is a commutative ring.

Proof: By [2, Theorem 2.], we know that
(Zq[α, β],+) is a commutative group with unit ele-
ment 0, furthermore the product is commutative with
unit element 1. It remains to prove that (.) is associa-
tive and distributive. we put:

Z := z0 + z1α+ z2β + z3β
2 + z4αβ + z5αβ

2,

then the coefficients of (X .Y ) . Z in a bass of OL are
given by formula:

t0 = x0y0z0mod q,

t1 = (x0(y0z1 + y1z0) + x1y0z0)mod q,

t2 = (x2y0z0 + x0(y2z0 + y0z2))mod q,

t3 = (x3y0z0 + x0(y3z0 + y0z3 + y2z2)

+ x2(y2z0 + y0z2))mod q,

t4 = (x2(y0z1 + y1z0) + x0(y2z1 + y0z4 + y1z2

+ y4z0) + x1(y2z0 + y0z2) + x4y0z0)mod q,

t5 = (x4(y2z0 + y0z2) + x2(y2z1 + y0z4

+ y1z2 + y4z0) + x0(y4z2 + y2z4 + y0z5

+ y5z0 + y1z3 + y3z1) + x5y0z0 + x1(y3z0

+ y0z3 + y2z2) + x3(y0z1 + y1z0))mod q.
With the same way we compute X . (Y.Z), we

find the same coefficients as in (X .Y ) . Z.
It remains to prove the distributivity on the left and on
the right is similar. Using a computing package, we
check that:

(Y + Z) . X = h0 + h1α+ h2β + h3β
2 + h4αβ

+ h5αβ
2mod q,

Y.X + Z.X = g0 + g1α+ g2β + g3β
2 + g4αβ

+ g5αβ
2mod q.

(8)
with
h0 = x0(y0 + z0)mod q,

h1 = (y1 + z1)x0 + (y0 + z0)x1mod q,

h2 = (x2(y0 + z0) + x0(y2 + z2))mod q,

h3 = (x3(y0 + z0) + x0(y3 + z3) + x2(y2 + z2))mod q,

h4 = (x2(z1 + y1) + x0(z4 + y4) + x1(y2 + z2)

+ x4(y0 + z0))mod q,

h5 = (x4(y2 + z2) + x2(z4 + y4) + x0(z5 + y5)

+ x5(y0 + z0) + x1(y3 + z3) + x3(z1 + y1))mod q,

and,
g0 = x0y0 + x0z0mod q,

g1 = (x0z1 + x1z0 + x0y1 + x1y0)mod q,

g2 = (x2y0 + x0y2 + x2z0 + x0z2)mod q,

g3 = (x3y0 + x0y3 + x2y2 + x3z0 + x0z3

+ x2z2)mod q,

g4 = (x2z1 + x0z4 + x1z2 + x4z0 + x2y1

+ x0y4 + x1y2 + x4y0)mod q,

g5 = (x4z2 + x2z4 + x0z5 + x5z0 + x1z3

+ x3z1 + x4y2 + x2y4 + x0y5 + x5y0 + x1y3

+ x3y1)mod q.
It’s clear that for all i in {0, . . . , 5}; hi = gi.
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Lemma 7. Let X ∈ Zq[α, β] given by: X = x0 +
x1α + x2β + x3β

2 + x4αβ + x5αβ
2. Then X is

invertible in Zq[α, β] if and only if x0 6= 0. Indeed,
the inverse

X−1 = j0 + j1α+ j2β + j3β
2 + j4αβ + j5αβ

2 ,

where

j0 =x−10 mod q,

j1 =− x−20 x1mod q,

j2 =− x2x−20 mod q,

j3 =− x3x−20 + x22x
−3
0 mod q,

j4 =2x1x2x
−3
0 − x4x

−2
0 mod q,

j5 =2x4x2x
−3
0 − x5x

−2
0 − 3x1x

2
2x
−4
0 x3x

−3
0 x1

+ x2x1x
−3
0 mod q.

(9)

Proof: In view of 6, it suffice to resolve the following
system modulo q, which give X−1

x0j0 = 1,

x0j1 + x1j0 = 0,

x2j0 + x0j2 = 0,

x3j0 + x0j3 + x2j2 = 0,

x2j1 + x4j0 + x0j4 + x1j2 = 0,

x4j2 + x0j5 + x5j0 + x2j4 + x1j3 + x3j1 = 0 .

It is simple, but less natural to check directly
with the given formulas of unit element e = 1 that;
X.X−1 = X−1 . X = e. Using the product law, one
finds immediately that the inverse of X is equal to
X−1.

We now need to introduce a map which will be
basic to Our work. We put πqt,s the following canon-
ical projection: πqt,s : Zq(α, β) → Fq sending
each element X = x0 +x1α+x2β+x3β

2 +x4αβ+
x5αβ

2 of Zq(α, β) onto πqt,s(X) = x0 of Fq.
We have the following basic results:

Proposition 8. 1. πqt,s is a ring homomorphism.

2. The set I = {X − πqt,s(X) | X ∈ Zq(α, β)} is a
unique maximal ideal in Zq(α, β).

Proof: Let

X =x0 + x1α+ x2β + x3β
2 + x4αβ + x5αβ

2

Y =y0 + y1α+ y2β + y3β
2 + y4αβ + y5αβ

2.
(10)

1. The first part our proposition comes immediately
from the definition of X + Y and X.Y .

2. • If X ∈ Zq(α, β) and Y ∈ J, then
X.Y = x0y1α+x0y2β+(x0y3+x2y2)β

2+
(x2y1 +x0y4 +x1y2)αβ+ (x4y2 +x2y4 +
x0y5 + x1y3 + x3y1)αβ

2, and this proves
that I is an ideal.

• Let k be in ideal in Zq(α, β) such that I ⊆
k ⊆ Zq(α, β). As I content all non invert-
ible elements in Zq(α, β)}, if k 6= I then
1 ∈ k which implies that k = Zq(α, β).
This shows that I is a maximal ideal.
• Let l be a maximal ideal in Zq(α, β). Let
X ∈ l, we have π(X) = 0, so X ∈ I
hence I = l.

Corollary 9. The ring Zq(α, β) is a local ring with
maximal ideal I and the residual field Fq.

Proof: We have ker(π) = I, then by the first isomor-
phism theorem Zq(α, β)/I is isomorphic to Fq.

Consequence 10. Zq(α, β) is a vector space over Fq
of dimension 6.

4 Elliptic curve on Zq(α, β)
In this section, we assume that the prime number q
is greater than or equal to 5. We put t = a0 + a1α +
a2β+a3β

2+a4αβ+a5αβ
2 and s = b0+b1α+b2β+

b3β
2 + b4αβ + b5αβ

2. We denote ∆ := 4t3 + 27s2.
We show easily that ∆ = ∆0 + ∆1 with ∆1 ∈ I and
∆0 = 4a30 + 27b20. As a consequence of Lemma 7 we
can check that ∆ is invertible in Zq(α, β) if and only
if ∆0 6= 0 in Fq.
Finally, We reply that an elliptic curve over Fq is de-
fined by Weierstrass equation:

(Eqt,s) : Y 2Z = X3 + tXZ2 + sZ3, (t, s) ∈ F2
q

whose invertible discriminant. In what follows, Eq
stands for the set:

Eq := {Eqt,s | t, s ∈ Fq}.

Definition 11. We define an elliptic curve over
the ring Zq(α, β) as a curve in projective space
P 2(Zq(α, β)), which is given by the homogeneous
equation of degree 3, Y 2Z = X3 + tXZ2 + sZ3

where t and s in Zq(α, β) such that the discriminant
∆ is invertible. In this case we write:

Eqt,s(α, β) ={[X : Y : Z] ∈ P 2(Zq(α, β))|
Y 2Z = X3 + tXZ2 + sZ3}.

(11)

We denote Eqα,β the set of elliptic curve over Zq(α, β):

Eqα,β := {Eqt,s(α, β) | t, s ∈ Zq(α, β)}
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Theorem 12. Eqt,s(α, β) is an elliptic curve over the
ring Zq(α, β) if and only if Eqa0,b0 is an elliptic curve
over the field Fq.

4.1 Elements of Eq
t,s(α, β) - Classification

Proposition 13. Every element in Eqt,s(α, β) is of the
form

• [X : Y : 1]; where X , Y ∈ Zq[α, β],

• [X : 1 : Z]; where X, Z ∈ I.

and we write:

Eqt,s(α, β) = {[X : Y : 1]|Y 2 = X3 + tX + s}
∪ {[X : 1 : Z]|Z = X3 + tXZ2 + sZ3,

and X, Z ∈ I}.
(12)

Proof: Let [X : Y : Z] ∈ Eqt,s(α, β), where X, Y
and Z ∈ Zq[α, β].

1. If Z is invertible then [X : Y : Z] = [XZ−1 :
Y Z−1 : 1] ∼ [X : Y : 1]. So, Y 2 = X3+tX2+
s.

2. If Z is non invertible, then Z ∈ I, so, we need to
consider the following tow cases for Y ;

(a) If Y is non invertible: we have Y and Z ∈
I and since X3 = Z(Y 2 − tXZ − sZ2) ∈
I, then X ∈ I, we deduce that [X : Y : Z]
is not a projective point since (X, Y, Z) is
not a primitive triple [7, p. 104-105].

(b) If Y is invertible then [X : Y : Z] =
[XY −1 : 1 : ZY −1] ∼ [X : 1 : Z].
In addition, we check that Z ∈ I and
X3 = Z(1− tXZ − sZ2) ∈ I, which give
X ∈ I. Hence, the proposition is proved.

Corollary 14. Let [X : 1 : Z] ∈ Eqt,s(α, β).
If X = x1α + x2β + x3β

2 + x4αβ + x5αβ
2, then

Z = 3x22x1αβ
2.

Proof: Since [X : 1 : Z] ∈ Eqt,s(α, β), X = x1α +

x2β + x3β
2 + x4αβ + x5αβ

2 and Z = z1α+ z2β +
z3β

2 + z4αβ + z5αβ
2 then, by using maple package

Z − aXZ2 − bZ3 − X3 = z1α + z2β + z3β
2 +

z4αβ + (z5 − 3x22x1 − 3bz22z1)αβ
2 which equal to 0,

then z5 = 3x22x1.

4.2 A group law over Eq
t,s(α, β)

After having given explicitly all elements of
Eqt,s(α, β), we define the group law over it. Now, We

consider the mapping π̃qt,s:

π̃qt,s : Eqt,s(α, β) → Eqa0,b0
[X : Y : Z] 7→ [πqt,s(X) : πqt,s(Y ) : πqt,s(Z)].

Theorem 15. Let P = [X : Y : Z] and Q = [X ′ :
Y ′ : Z ′] two points in Eqt,s(α, β ), and P +Q = [X ′′ :

Y ′′ : Z ′′].

1. If π̃qt,s(P ) 6= π̃qt,s(Q) then,

• X ′′ = Y 2X
′
Z
′ − ZXY

′2 − t(ZX
′

+

XZ
′
)(ZX

′ − XZ
′
) + (2Y Y

′ −
3sZZ

′
)(ZX

′ −XZ ′)

• Y ′′ = Y Y
′
(Z
′
Y − ZY

′
) − t(XY Z

′2 −
Z2X

′
Y
′
) + (−2tZZ

′ − 3XX
′
)(X

′
Y −

XY
′
)− 3sZZ

′
(Z
′
Y − ZY ′)

• Z ′′ = (ZY
′

+ Z
′
Y )(Z

′
Y − ZY

′
) +

(3XX
′
+ tZZ

′
)(ZX

′ −XZ ′)

2. If π̃qt,s(P ) = π̃qt,s(Q) then,

• X ′′ = (Y Y
′ − 6sZZ

′
)(X

′
Y + XY

′
) +

(t2ZZ
′ − 2tXX

′
)(ZY

′
+ Z

′
Y ) −

3s(XY Z
′2 + Z2X

′
Y
′
) − t(Y ZX

′2 +

X2Y
′
Z
′
)

• Y ′′ = Y 2Y
′2 + 3tX2X

′2 + (−t3 −
9s2)Z2Z

′2 − t2(ZX
′

+ XZ
′
)2 −

2t2ZXZ
′
X
′
+(9sXX

′−3tsZZ
′
)(ZX

′
+

XZ
′
)

• Z ′′ = (Y Y
′

+ 3sZZ
′
)(ZY

′
+ Z

′
Y ) +

(3XX
′

+ 2tZZ
′
)(X

′
Y + XY

′
) +

t(XY Z
′2 + Z2X

′
Y
′
).

Proof: By using the explicit formulas in [1, p. 236–
238] we prove the theorem.

Lemma 16. π̃qt,s is a surjective group homomorphism.

Proof:

• By Lemma 8, we have π̃qt,s is surjective.

• The proof is completed by showing that π̃qt,s is a
group homomorphism. So, let P = [X : Y : Z]
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and Q = [X ′ : Y ′ : Z ′] in Eqt,s(α, β), we put
P +Q = [X” : Y ” : Z”] then

π̃qt,s(P +Q) = [πqt,s(X”) : πqt,s(Y ”) : πqt,s(Z”)]

= π̃qt,s(P ) + π̃qt,s(Q).

By 2, Theorem 15 and proposition 8

Lemma 17. Let P = [X : 1 : 3x22x1αβ
2] and Q =

[X ′ : 1 : 3x′22 x
′
1αβ

2] in Eqt,s(α, β), then we have:

P +Q = [X +X ′ : 1 : 3(x1 + x′1)(x2 + x′2)
2αβ2].

Proof: As π̃qt,s(P ) = π̃qt,s(Q), we have by Theorem
15, X ′′ = X + X ′, Y ′′ = 1 and Z ′′ = 3(x1 +
x′1)(x2 + x′2)

2αβ2, which completes the proof.
In the next we consider the set:

Gq :={[x1α+ x2β + x3β
2 + x4αβ + x5αβ

2

: 1 : 3x22x1αβ
2] |xi ∈ Fq, i = 1, .., 5}.

(13)

Now we have the following fundamental theorem
which gives the structure of the set Gq:

Theorem 18. The set (Gq,+) is a p-subgroup of
Eqt,s(α, β), isomorphic to (F5

q ,+).

Proof: This result is particularly useful when we are
given a map, we define φq as follows,

φq : (F5
q ,+) → (Gq,+)

T = (x1, x2, x3, x4, x5) 7→ φq(T ).

Where, φq(T ) = [x1α+x2β+x3β
2+x4αβ+x5αβ

2 :
1 : 3x22x1αβ

2].
The map φq is well defined since if we take another
(x′1, x

′
2, x
′
3, x
′
4, x
′
5) in F5

q we get the same image.
With the property that φq(x+y) = φq(x)+φq(y)

coming from Lemma 17 for all x, y in F5
q ; for then we

can immediately deduce that φq is an homomorphism.
It follows from definition of Gq that φq is surjec-

tive.
Now, Given an arbitrary element x =

(x1, x2, x3, x4, x5) ∈ F5
q . So, if φq(x) = [0 : 1 : 0],

then x1α + x2β + x3β
2 + x4αβ + x5αβ

2 = 0, and
therefore x = 0, since B = {1, α, β, β2, αβ, αβ2} is
a basis.

Finally observe that φq(px) = pφq(x) = 0.
Therefore we conclude that Gq is a p-subgroup.

Thus, as a further consequence of the above theo-
rem, we get an injective homomorphism from F5

q into
the set Eqt,s(α, β).

Theorem 19. The sequence: 0 → F5
q →φ̃q

Eqt,s(α, β) →π̃q
t,s Eqa0,b0 → 0 is exact, where

φ̃q(x1, x2, x3, x4, x5) = φq(x1, x2, x3, x4, x5).

Proof:

• By Theorem 15, φ̃q is injective.

• By Lemma 16, π̃qt,s is surjective.

• We are now in a position to show kerπ̃qt,s =

Imφ̃q. Consider [x1α+ x2β + x3β
2 + x4αβ +

x5αβ
2 : 1 : 3x22x1αβ

2] ∈ Imφ̃q, then
˜πqt,s([x1α + x2β + x3β

2 + x4αβ + x5αβ
2 : 1 :

3x22x1αβ
2]) = [0 : 1 : 0] and so, kerπ̃qt,s ⊇

Imφ̃q. Conversely let [X : Y : Z] ∈ ker ˜πqt,s,
then [x0, y0, z0] = [0 : 1 : 0], so Y is invert-
ible, and from proposition 13 : X, Z ∈ I so,
[X : Y : Z] ∼ [X : 1 : Z]; and from Corol-
lary 14, [X : Y : Z] ∼ [x1α + x2β + x3β

2 +

x4αβ + x5αβ
2 : 1 : 3x22x1αβ

2] ∈ Imφ̃q, which
completes the proof.

Theorem 20. There is an isomorphism from
Eqt,s(α, β) to the direct sum of Eqa0,b0 and F5

q .

To prove this theorem, we first prove the follow-
ing lemma.

Lemma 21. Let N =6= Eqa0,b0 . If p doesn’t divide

N , then the short exact sequence: 0 → F5
q →φ̃q

Eqt,s(α, β)→π̃q
t,s Eqa0,b0 → 0 is split.

Proof: It suffices to show; there is an homomorphism
map denoted by τq,N such that the following diagram
be commutative

F5
q

φ̃q//

IdF5q ##

Eqt,s(α, β)

τq,N

��
F5
q

Let N0 ∈ Z such that 1 − NN0 = tp for somme
integer t. Let τq,N the homomorphism defined by:

τq,N : Eqt,s(α, β) →[NN0] Gq

P 7→ (1− tp).P.

φ−1q : Gq →φ−1
q F5

q

(1− tp).P 7→ (x1, x2, x3, x4, x5).
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Let P = (x1, x2, x3, x4, x5) ∈ F5
q , then

τq,N ◦ φ̃q(P ) =φ−1q ◦ [NN0] ◦ φ̃q(x1, x2, x3, x4, x5)
=φ−1q ◦ [NN0]([x1α+ x2β + x3β

2

+ x4αβ + x5αβ
2 : 1 : 3x22x1αβ

2])

=φ−1q ((1− tp).[x1α+ x2β + x3β
2

+ x4αβ + x5αβ
2 : 1 : 3x22x1αβ

2])

=(1− tp).φ−1q [x1α+ x2β + x3β
2

+ x4αβ + x5αβ
2 : 1 : 3x22x1αβ

2])

=(1− tp)(x1, x2, x3, x4, x5)
=(x1, x2, x3, x4, x5)− tp(x1, x2, x3, x4, x5)
=(x1, x2, x3, x4, x5).

(14)
This shows that the short exact sequence of

groups is left split and the proof is complete.
Proof: of Theorem 20. Since the groups are abelians,
the short sequence is split which show the theorem
and complete the proof.

4.3 Example

It is very difficult to construct an elliptic curve over
Eqt,s(α, β), hence the interest in using the isomorphic
Theorem 20. to give an example of elliptic curve over
Fq under the previews conditions.
Let q = 7, d = 7, a = 14 and b = 1.
α is a root of monic polynomial X2 − 7.
β a root of monic polynomial X3 − 14X + 1.
We put

t =1 + 3α+ 5β + 3β2 + αβ + 2αβ2,

s =1 + 3α+ 6β + 4β2 + 2αβ.

We have ∆0 = 4a30 + 27b20 = 3mod 7.
As a consequence of Lemma 7 we concludes that ∆ is
invertible in Zq(α, β). So, Et,s(α, β) is well defined
on Zq(α, β).

Now we have;

E7
1,1 = {[x : y : 1]/y2 = x3 + x+ 1} ∪ {[0 : 1 : 0]}

From the following table, we give all elements ofE7
1,1.

x y y2 x3 + x+ 1

0 0 0 1
1 1 1 3
2 2 4 4
3 3 2 3
4 4 2 6
5 5 4 5
6 6 1 6

Hence,

E7
1,1 = {[0 : 1 : 1], [0 : 6 : 1], [2 : 2 : 1], [2 : 5 : 1], [0 : 1 : 0]}

As a consequence

E7
t,s(α, β) ∼= F5

7 ⊕ E7
1,1.

which content 84035 elements.

5 Consequences and illustrations

We have the following results:

1. We get from Theorem 20; |Eqt,s(α, β)| = q5N .

2. The Discrete Logarithm on the elliptic curve
Eqt,s(α, β) is equivalent to the one on Eqa0,b0 .

3. The elliptic curve on this ring can be used for
both cryptography and cryptoanalysis. So, if the
Discrete Logarithm on Eqt,s(α, β) is trivial then
we can break it on the elliptic curve Eqa0,b0 with
trivial attacks.

4. This work can be generalited to an upper degree
for the extension L, knowing that the difficulty
of the problem becomes more difficult every time
the degree of the extension becomes bigger?

5. We can replace Theorem 3 by [[7], Theorem
3.1.], to produce similar but totally different re-
sults.
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